
Three-dimensional computational modeling of multiple deformable cells flowing in microvessels

Sai K. Doddi and Prosenjit Bagchi*
Department of Mechanical and Aerospace Engineering, Rutgers University–The State University of New Jersey,

Piscataway, New Jersey 08854, USA
�Received 13 October 2008; revised manuscript received 3 February 2009; published 21 April 2009�

Three-dimensional �3D� computational modeling and simulation are presented on the motion of a large
number of deformable cells in microchannels. The methodology is based on an immersed boundary method,
and the cells are modeled as liquid-filled elastic capsules. The model retains two important features of the
blood flow in the microcirculation, that is, the particulate nature of blood and deformation of the erythrocytes.
The tank-treading and tumbling motion and the lateral migration, as observed for erythrocytes in dilute sus-
pension, are briefly discussed. We then present results on the motion of multiple cells in semidense suspension
and study how their collective dynamics leads to various physiologically relevant processes such as the
development of the cell-free layer and the Fahraeus-Lindqvist effect. We analyze the 3D trajectory and velocity
fluctuations of individual cell in the suspension and the plug-flow velocity profile as functions of the cell
deformability, hematocrit, and vessel size. The numerical results allow us to directly obtain various microrheo-
logical data, such as the width of the cell-free layer, and the variation in the apparent blood viscosity and
hematocrit over the vessel cross section. We then use these results to calculate the core and plasma-layer
viscosity and show that the two-phase �or core-annular� model of blood flow in microvessels underpredicts the
blood velocity obtained in the simulations by as much as 40%. Based on a posteriori analysis of the simulation
data, we develop a three-layer model of blood flow by taking into consideration the smooth variation in
viscosity and hematocrit across the interface of the cell-free layer and the core. We then show that the blood
velocity predicted by the three-layer model agrees very well with that obtained from the simulations.
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I. INTRODUCTION

Computational modeling and simulation of blood flow in
microcirculation are major challenges �1�. One reason is that
blood in small vessels behaves as a multiphase suspension of
deformable particles. The particulate phase of blood is pri-
marily made of erythrocytes, leukocytes, and platelets.
Erythrocytes are the major constituent of blood accounting
for 40–45% of the total volume. Normal healthy erythrocytes
are extremely deformable when subject to shear. Rheology of
blood in microcirculation is primarily determined by the de-
formability of the erythrocytes and the multiphase nature of
blood.

Experiments on blood flow in microvessels having inter-
nal diameter of 10–300 �m have revealed complex rheo-
logical behavior �2–4�, such as the Fahraeus-Lindqvist effect
�5� which refers to a decrease in the apparent viscosity of
blood with decreasing vessel diameter. The physical mecha-
nism giving rise to the Fahraeus-Lindqvist effect is believed
to be an axial streaming �or a lateral migration� of the eryth-
rocytes causing a cell-depleted region near the wall �6–10�.
Among others, the factors that cause the axial streaming are
the extreme deformability of the erythrocytes �11� and the
reduced gradient of shear away from the vessel wall. It has
been observed for erythrocytes in dilute suspension by many
researchers including Goldsmith �12�. In whole blood, which
is a semidense suspension, a continuous lateral migration of
the erythrocytes is not observed. Rather, the cells are inter-
mittently dispersed by the hydrodynamic interaction from the

neighboring cells. The cell-free layer then develops under a
balance of the lateral migration and the hydrodynamic dis-
persion.

A continuum model of blood flow in microvessels, such
as the core-annular �or two-phase� model �13–15�, is suffi-
cient to qualitatively predict the Fahraeus-Lindqvist effect.
Such models, however, rely on estimates of various physi-
ological parameters, such as the width of the cell-free layer,
which can be obtained only by high-resolution experiments
�4,7,10�, or computational simulations in which the motion
and deformation of individual cell are fully resolved. Theo-
retical and computational modeling and simulation have so
far considered dilutely suspended cells in shear flows
�16–21� and axisymmetric and nonaxisymmetric single-file
motions of cells in narrow tubes and channels �8,15,22–27�.
Extension of such models to a large number of cells, without
sacrificing the detailed mechanics, has remained a major
computational challenge.

Recent advances in numerical methods and computational
resources have enabled researchers to consider such large-
scale simulations. Sun and Munn �28� used a lattice-
Boltzmann simulation to address blood flow in 20–40 �m
wide channels by modeling the cells as two-dimensional
�2D� rigid disks. Zhang et al. �29� developed a 2D immersed
boundary lattice-Boltzmann technique that can simulate flow
of a small number of deformable erythrocytes. Bagchi �30�
used an immersed boundary method in 2D to simulate the
motion of a large number �up to 2500� of deformable eryth-
rocytes in 10–300 �m vessels. Ding and Aidun �31� used a
three-dimensional �3D� lattice-Boltzmann technique to con-
sider cluster formation in a large ensemble of deformable
erythrocytes in pressure-driven flow. Dupin et al. �32� pre-
sented the 3D lattice-Boltzmann simulations of up to 200*Corresponding author; pbagchi@jove.rutgers.edu
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deformable erythrocytes in suspension. Pivkin et al. �33� de-
veloped a dissipative-particle-dynamics technique to con-
sider the simultaneous motion of deformable erythrocytes
and their effect on platelet deposition and thrombus forma-
tion. Freund �34� studied the margination of the leukocytes in
presence of deformable erythrocytes in a 2D microvessel us-
ing a boundary-integral technique. Zhao et al. �35� devel-
oped a fixed-mesh method for the study of deformable fluid-
structure interaction in 3D with application to biological
systems.

In this paper, we present 3D computational modeling and
simulation of a large number of deformable cells, up to 122
in number, flowing in microchannels. We analyze the trajec-
tory and velocity fluctuations of individual cells in the sus-
pension and the plug-flow velocity profile as functions of the
cell deformability, hematocrit, and channel width. Compari-
son with in vitro �3� and in vivo �10,36,37� data is presented.
The simulations allow us to directly obtain the width of the
cell-free layer which is a physiologically important param-
eter. We then use these results to show that the two-phase �or
core-annular� model for blood flow in microvessels under-
predicts the blood velocity obtained in the simulations.
Based on a posteriori analysis of the simulation data, we
develop a three-layer model for blood flow in microvessel.
We then show that the blood velocity predicted by the three-
layer model agrees very well with that obtained from the
simulations.

II. SIMULATION TECHNIQUE

A. Problem setup

The flow configuration �Fig. 1� and the simulation tech-
nique are the 3D version of our previous 2D study �30�. We
consider the motion of a large number of deformable cells
suspended in a microchannel bounded by two parallel plates.
Thus the motion of the cells considered here is more repre-
sentative of the Fung-Sobin model �38� of the pulmonary
circulation than that of the normal systematic microcircula-
tion. The distance between the plates is H. The plates are
parallel to the x and z axes as shown in Fig. 1�a�. The flow is

driven by a constant mean pressure gradient −dP̄ /dx. In ab-
sence of the cells, the undisturbed flow up is a fully devel-
oped parabolic �Poiseuille� flow of pure plasma and is di-
rected from x=−� to x= +� as

up = � 1

2�p
�−

dP̄

dx
��Hy − y2�,0,0� , �1�

where �p=1.2 cP is the plasma viscosity. The computation
domain is a cube of sides of length H which is bounded by
the plates in the y direction and is open in x and z directions.
At the top and bottom plates, no-slip conditions are imposed.
Periodic conditions are imposed at the inflow �left� and out-
flow �right� boundaries of the domain. The cells that leave
the domain through the outflow boundary are introduced
back into the domain through the inflow boundary. Periodic
conditions are also imposed at the boundaries in the z direc-
tion.

B. Rheological models for cells

On a mesoscopic scale, the detailed molecular structure of
a cell membrane can be neglected, and the entire cell can be
modeled as a capsule, that is, a liquid drop made of hemo-
globin and surrounded by an infinitesimally thin elastic
membrane. We consider two different undeformed shapes of
cells: spherical and biconcave. For the spherical cells, the
viscosities of the interior and exterior fluids are assumed to
be the same and equal to the plasma viscosity of 1.2 cP. For
the biconcave cells, the viscosities of the interior and exterior
fluids are taken to be 6 and 1.2 cP, respectively, as in case of
normal erythrocytes and plasma. The elastic force generated
in the membrane during cell deformation can be obtained by
knowing the strain energy function W of the membrane ma-
terial. Several forms of W have been proposed for erythro-
cyte membranes �39,40�. Here we consider the neo-Hookean
law,

W =
Es

6
��1

2 + �2
2 + �1

−2�2
−2 − 3� , �2�

where Es is the shear modulus and �1 and �2 are the principal
strains. The resistance to dilatation is imposed for the bicon-
cave cells by adding a term ED��1�2−1�2 �40� to Eq. �2�
where ED is the membrane area dilatation modulus. The
membrane of an erythrocyte also exhibits bending resistance
and viscoelasticity which are neglected in our model. The
bending energy can be approximated as kb��−�0�2, where �
and �0 are the membrane curvatures in the deformed and
spontaneous conditions, and the bending rigidity kb	0.2
�10−19 J �41�. In order for the bending energy to be of the
same order as the elastic energy, � /�0 has to be 3�103 if we
take a reasonable estimate of �0	1 �m. A posteriori calcu-
lation of biconcave cells in suspension �Fig. 8� suggests that
� /�0 is significantly smaller than the above value, implying
that the effect of bending resistance is small when cell mo-
tion in gaps much larger than the characteristic cell size is
considered at low shear as is the case in our problem. The
strain energy function given above does not by itself differ-
entiate between various unstressed shapes �e.g., spherical
versus biconcave�. It only models the elastic energy devel-
oped as the particle deforms from its given shape at t=0 �at
resting, W�t=0�=0�. Our approach is different from that
taken by many previous authors where the energy minimiza-
tion is used to drive an initially spherical particle into a bi-
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FIG. 1. The schematic of the microchannel with parabolic flow
and the Eulerian �fixed� and Lagrangian �moving� meshes. The 3D
surface discretization for the spherical and biconcave cells is also
shown.
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concave shape �42�. Instead, we specify an analytical form of
the biconcave shape at t=0 as

x = R0x�, y = 1
2R0�1 − r2�1/2�C0 + C2r2 + C4r4�, z = R0z�,

�3�

where x ,y ,z are the coordinates of the cell surface, x� ,y� ,z�
are the surface coordinates of a unit sphere, R0 is a constant
to preserve the volume, r2=x�2+z�2, C0=0.32, C2=2.003,
and C4=−1.123 �26,43�.

C. Front-tracking method

The coupling between the cell deformation and the fluid
flow is done using a front-tracking technique developed by
Tryggvason et al. �44� that is based on the immersed bound-
ary method pioneered by Peskin and Miller �45,46�. In this
method, the flow field is discretized using a fixed �Eulerian�
mesh, and the cell surface is discretized using a moving �La-
grangian� mesh �Fig. 1�. Then the motion of the exterior fluid
�plasma� and interior fluid �hemoglobin� can be expressed
using a single set of equations. The fluid/structure coupling is
done by a body force F�x , t� which is related to the elastic
force f�x� , t� generated in the cell membrane as

F�x,t� = 

�S

f�x�,t���x − x��dx�, �4�

where x is the Eulerian grid, x� is a Lagrangian point on the
cell surface, �S is the entire cell surface, and � is the 3D delta
function.

We assume that both the plasma and hemoglobin solu-
tions are incompressible and Newtonian fluids. The Newton-
ian nature of these fluids is well established �43�. The non-
Newtonian nature of the whole blood arises due to its
particulate nature. The fluid motion is governed by the con-
tinuity and Navier-Stokes equations as

� · u = 0, �� �u

�t
+ u · �u� = − �p −

dP̄

dx
ex + � · 	 + F ,

�5�

where u�x , t� is the fluid velocity, � is the density, p is a local
pressure, ex is the unit vector along the x axis, and

	 = ���u + ��u�T� �6�

is the viscous stress tensor. ��x , t� is the viscosity in the
entire fluid which can be written as

��x,t� = �p�1 + �
 − 1�I�x,t�� , �7�

where 
�p is the viscosity of the cytoplasmic fluid and I�x , t�
is an indicator function which is 1 in the interior of a cell and
0 outside. For the spherical cells, we take 
=1 and for the
biconcave cells 
=5, as in the case of normal erythrocytes.
Note that the net pressure gradient in Eq. �5� is the sum of

the externally applied constant pressure gradient −dP̄ /dx and
the fluctuating local pressure gradient −�p; the latter is gen-
erated due to the presence of the interacting cells. Using the

Poiseuille law, −dP̄ /dx=8�pUcl /H2, which is used in Eq. �5�

as a known term. Periodic conditions are imposed explicitly
on the fluid velocity and perturbation pressure p by appro-
priately writing the derivative matrices in the advection/
diffusion and pressure Poisson equations at the inlet/outlet
boundaries.

The velocity of the cell surface is computed at each time
step, after solving the Navier-Stokes equations, as

u�x�,t� = 

S

u�x,t���x − x��dx , �8�

where S indicates the entire flow domain. The Lagrangian
points on the membrane are then advected as

dx�

dt
= u�x�,t� . �9�

As the cells move and deform, ��x , t� is updated by solving
a Poisson equation for the indicator function I�x , t� as

�2I = � · G , �10�

where G=��S��x−x��ndx� and n is the unit normal to the
cell surface. For numerical implementation, a smooth repre-
sentation of the � function is used that spans over four Eu-
lerian grids �44�.

D. Numerical treatment of membrane deformation

The force f�x� , t� generated in the cell membrane during
deformation is obtained using a finite element model devel-
oped by Charrier et al. �47� and Shrivastava and Tang �48�.
First, the cell surface is discretized using flat triangular ele-
ments �Fig. 1�. The forces acting on the three vertices of a
triangular element are obtained by computing the displace-
ments of the vertices of the deformed element with respect to
the undeformed element. For this purpose, the undeformed
and deformed elements are transformed to a common plane
using rigid-body rotations. The problem then reduces to a 2D
�planar� deformation. Using the principle of virtual work, the
in-plane force fP at each vertex is obtained as

fP =
�W

��1

��1

�v
+

�W

��2

��2

�v
, �11�

where v is the displacement of the vertex. Assuming that v
varies linearly inside an element, a displacement gradient
tensor D is obtained. The in-plane strains are related to D as

�i
2 = 1

2 �G11 + G22 � ��G11 − G22�2 + 4G12
2 ��, i = 1,2,

�12�

where G=DTD. The derivatives, such as ��1 /�v in Eq. �11�,
can then be written explicitly, and hence fP is determined.
The in-plane force is then transformed to the global coordi-
nates. The resultant force f�x� , t� at a Lagrangian node is
obtained by the vector resultant of the forces contributed by
all the elements which share that node.

E. Dimensionless parameters

The centerline velocity of the parabolic flow of pure
plasma is Ucl. For the spherical cells, d denotes the unde-
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formed diameter. For the biconcave cells, d is the largest
end-to-end distance. The governing equations are made di-
mensionless using the channel width H as the characteristic
length scale, Ucl as the velocity scale, and H /Ucl as the time
scale. The dimensionless time is denoted by t�. The major
dimensionless parameters are �i� the capillary number Ca
=�pUcl /Es which is the ratio of the viscous force in the fluid
to the elastic force in the cell membrane, �ii� the ratio of the
channel width to cell diameter H /d, and �iii� the volume
fraction of the cells or the vessel hematocrit Ht. For a normal
erythrocyte, Es�6�10−3 dyn /cm �43�. Using Ucl
=3 mm /s and �p=1.2 cP, we get Ca=0.6 for a normal cell.
In our simulations Ca is varied from 0.005 to 0.6 in order to
study the effect of cell deformability. Increasing Ca implies
more deformable cells. For the spherical cells, the area dila-
tation modulus ED is neglected. For the biconcave cells, we
take ED /Es=100. The size ratio H /d is varied from 1.25 to
6.3 representing channel width in the range of 10–45 �m.
The maximum vessel hematocrit Ht is taken to be 26%,
which gives a discharge hematocrit Hd in the range of 28–
34%. Though the convective terms in the Navier-Stokes
equations are retained during the computations, the Reynolds
number of the cell, defined as Re=�Ucld /�p, is around 10−2,
and hence the effect of inertia is small.

F. Flow solver and numerical resolution

The Navier-Stokes equations are discretized using a
second-order finite difference scheme. For time marching, a
second-order two-step time-split scheme is used. In the first
step, an advection-diffusion equation is solved to predict a
velocity field that is not incompressible. In the second step,
the local pressure p is obtained by solving a Poisson equa-
tion. Using the pressure, the velocity field is then corrected
to make it divergence-free. For the spherical cells, the num-
ber of cells in the computational box varies from 1 to 122, as
H /d and Ht are increased. For the biconcave cells, the num-
ber varies from 3 to 113. Table I lists the parameters and the
resolution for all cases. For each case, at least three different
Cas are simulated. The Eulerian resolution varies from 120
�121�120 to 240�241�240. The Lagrangian resolution
used is 1280–5120 triangular elements. Dimensionless time
step is 10−3. The computation time is 24 h for a simulation of
122 cells up to t��15 using eight 1.9 GHz IBM power 5
processors.

III. VALIDATION

We validate by studying the deformation of an initially
spherical capsule suspended in a linear shear flow. Details
are in �49�. The capillary number is defined as Ca
= �̇d�p /2Es, where �̇ is the shear rate. Figure 2�a� shows the
time history of the Taylor deformation parameter D= �L
−B� / �L+B�, where L and B are the major and minor axes of
the deformed ellipsoid shape in the plane of shear. Excellent
agreement is found between the present results and those of
Ramanujan and Pozrikidis �17� who used a boundary-
integral technique. Comparison with an experimental result
�50� and an analytical result �for small deformation� �51� as

given in Fig. 2�b� also suggests reasonable agreement. The
change in the cell volume is less than �0.1% from its initial
volume. The projection method used here for the flow solver
satisfies the mass conservation up to �10−14 at every grid
point in the computational domain.

IV. RESULTS AND DISCUSSION

A. Isolated cell

First we consider the motion of a single isolated cell in
the parabolic flow in the channel to show that our simulation
can predict the lateral drift. Results for the spherical cell are

TABLE I. Size ratio �H /d�, vessel hematocrit �Ht�, number of
cells per computational box �Nc�, and Eulerian resolution used in
the present simulations.

H /d
Ht

�%� Nc Resolution

Spherical cells 6.3 26 122 160�161�160
18 84
12 56

5 23

4.5 26 44 120�121�120
18 30
12 20

5 8
4.5 18 30 240�241�240

4.5 18 120 240�121�240

3.1 26 15 120�121�120
2.4 7
1.6 2
1.25 1

Biconcave cells 4.9 26 113 160�161�160

3.1 26 31 120�121�120
2.5 16
1.4 3

t*

D
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(b)

FIG. 2. Validation: deformation of an initially spherical cell in a
linear shear flow. �a� History of deformation parameter D for vari-
ous Ca. The solid lines are the results from the boundary-integral
simulations �17�; dotted lines are the present results. �b� Compari-
son of the present results ��� with experiments �50� ��� using
polyamide microcapsules, and the analytical result �51� in the limit
of small deformation which predicts D= �25 /4� Ca �—�.
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shown in Fig. 3 for H /d=6.3 and Ca=0.2. The cell is re-
leased close to the bottom wall at t�=0, and the simulation
continues until t��65 when it reaches close to the center
�Fig. 3�a��. The cell membrane rotates in a tank-treading
manner in the clockwise direction which is shown in Fig.
3�a� by following a marker point on the membrane. Figure
3�b� shows the history of the lateral position yc of the cell
center of mass and the drift velocity v for various Ca. The
drift velocity increases with increasing Ca as the cell be-
comes more deformable.

The motion of a biconcave cell in the microchannel is
shown in Fig. 4�a� for H /d=3.1 and Ca=0.1. The biconcave
cell undergoes tumbling motion while moving axially with
the flow. In experiments using erythrocytes, as well as

spherical and nonspherical capsules and vesicles in dilute
suspension, two modes of motion, tank-treading and tum-
bling, have been observed by previous researchers �see, e.g.,
�52��. The transition from the tank-treading mode to the tum-
bling mode occurs as 
 and the aspect ratio increase. In the
present simulations, 
=1 for the spherical cells and 5 for the
biconcave cells. The results presented here are, therefore, in
agreement with these previous observations. The time history
of the axial �xc� and lateral �yc� positions of the center of
mass and the axial and lateral velocity components �u /Ucl
and v /Ucl� is shown in Figs. 4�b� and 4�c�. Also shown in
Fig. 4�c� is the time-dependent angular orientation � /�� that
the major axis of the cell makes with the flow direction. The
period of tumbling, when the cell is located close to the wall,
is about �̇T=32 which compares well to 31.6 based on Jef-
fery’s theory �53�. The drift velocity oscillates due to the
tumbling motion. It is maximum when the major axis is
aligned with the extensional direction of the flow and mini-
mum when aligned with the compressional direction. Oscil-
lations in the lateral velocity cause undulations in the lateral
position. However, on the average, the cell drifts away from
the wall. The oscillatory drifting motion predicted by the
simulations agrees qualitatively with the glass tube experi-
ments by Goldsmith �12� using dilute erythrocyte suspen-
sion.

The above results summarize the general characteristics
of the motion of the deformable cells in a dilute suspension
in a wall-bounded parabolic flow. We conclude that the
present computational model is able to capture the general
dynamical behavior, such as the tank-treading and the tum-
bling motion and the lateral drift of an erythrocyte in a shear
flow.

B. Partly dense suspension

Next we consider the single-file motion of cells which is
observed during blood flow in narrow capillaries having di-
ameter comparable or smaller than the erythrocyte diameter.
In such vessels, cells squeeze to parachute shapes
�9,22,23,26,54�. Results from our simulations are shown in
Fig. 5�a� for an initially spherical cell of H /d=1.25 and for a
vessel hematocrit Ht=26%. The front and rear ends of the
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FIG. 3. �Color online� Lateral drift of a spherical cell in microchannel. The flow is from left to right. The cell is released at yc /H
=0.175 at t�=0. �a� Cell shape and location for Ca=0.2 are shown at different times. Also shown is the membrane tank treading by a marker
point. y=0 is the bottom wall and y=0.5 is the center of the channel. �b� Lateral location �yc /H, thick lines� of the cell center of mass and
lateral velocity �v /Ucl, thin lines� with time for Ca=0.1 �—-�, Ca=0.2 �- - - - - -�, and Ca=0.4 �- · - · -�.
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FIG. 4. �a� Tumbling motion of a biconcave cell in parabolic
flow in the microchannel. A marker point on the cell surface is also
indicated. �b� and �c� show cell trajectory �xc and yc�, velocity
�u /Ucl and v /Ucl�, and angular orientation � /�� with the x axis.

THREE-DIMENSIONAL COMPUTATIONAL MODELING OF… PHYSICAL REVIEW E 79, 046318 �2009�

046318-5



cell become convex and concave, respectively, and the sharp
cusps develop at the trailing edges. The computed shape is in
qualitative agreement with the observed erythrocyte shapes
in narrow capillaries at high velocities �9,54�. The maximum
deformation occurs in the x-y plane, and the cell shape re-
mains nearly circular in the x-z plane. The amount of defor-
mation decreases and the sharp cusps disappear with decreas-
ing Ca. 3D shapes of the biconcave cells in the single-file
motion are shown in Fig. 5�b� at t�=0 and t�=4.7, respec-
tively, for Ca=0.6. The cell shape in the x-z plane remains
biconcave, but that in the x-y plane assumes the parachute
shape. The dimple in the front of the cell is absent, but that in
the rear becomes more prominent. Formation of the cusps at
the trailing edges in the x-y plane is observed. At Ca=0.05,
the dimples are absent in the rear and front of the cell, and
the overall shape resembles a cylindrical pellet �not shown�.

We now consider the motion of multiple cells which is the
main focus of this paper. The number of cells simulated var-
ies from 2 to 122, the size ratio H /d varies from 1.25 to 6.3,
and the hematocrit Ht varies from 5% to 26% �see Table I�.
At t�=0, the cells are distributed randomly in the computa-
tion domain. Only for two runs, Ht=5% for H /d=6.3 and
4.5, a center-weighted distribution is taken to reduce the
computation time since the lateral drift would eventually re-
sult into a higher cell concentration near the center. For all
other runs, the cells span across the entire channel width.
During the course of the simulations, the fluid and the cell
velocity and the cell shape and coordinates are stored at fre-
quent intervals which are postprocessed to obtain the time-
averaged rheology.

Instantaneous cell shape and distribution from a few rep-
resentative simulations are shown in Figs. 6 and 8. Figure
6�a� shows a snapshot of a three-file motion for H /d=3.1 for
which the computational box contains 15 cells. A significant
deformation in cell shapes is evident. The cells located near

the channel walls form the slipper shapes. The computed
shape is in qualitative agreement with the nonaxisymmetric
single- or two-file motion of the erythrocytes at a high ve-
locity in glass tubes with internal diameter of �10–15 �m
�9�. The cells flowing near the center deform less and have a
convex surface at the front and a nearly flat surface at the
rear. The cells near the center move with a higher velocity
than those near the walls resulting in the binary collisions.
Such collisions inhibit a continuous lateral drift of the cells
flowing near the walls. The multifile motion is shown in Fig.
6�b� for H /d=6.3 with 122 cells in the computational box.
The slipper shapes are no longer seen, rather, the cells near
the walls are more ellipsoidal and disk shaped, and those
near the center are nearly spherical. The binary collision af-
fects the cell shapes significantly which is evident in the
flattening of the cell surface and the appearance of the
dimples.

Each simulation is run long enough so that the initial tran-
sience is passed. The mean quantities are extracted by aver-
aging over a large time window over which the suspension
remains statistically stationary. Figure 7 presents the time
history of the relative apparent viscosity �rel�t�� for several
runs which shows that the simulations were continued well
beyond the initial relaxation time of the suspension. On the
average, the cells in the simulations travel by a distance of
about 15–50 computational boxes or 50–500 cell diameters.
To test that the results are independent of the domain size,
we repeat a case in Fig. 7 �H /d=4.5, Ht=18%, Nc=30, Ca
=0.05� on a domain that is twice the size in length and width
�2H�2H�H�. The corresponding resolution is increased
from 120�121�120 to 240�241�120, and the number of
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FIG. 5. Single-file motion: �a� transient deformation of a spheri-
cal cell of H /d=1.25 and Ca=0.6 in the channel. ��b� and �c��
deformation of biconcave cells for H /d=1.4 and Ca=0.6.
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(b)

FIG. 6. Instantaneous snapshots of the suspension for spherical
cells at H /d=3.1 �top� and 6.3 �bottom�. The computational box is
also shown.
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capsules is from 30 to 120. As shown in Fig. 7, the difference
in the apparent viscosity in the two cases is insignificant. To
test the adequacy of the flow resolution for capsule suspen-
sion, we repeat one case �H /d=4.5, Ht=18%, Nc=30, Ca
=0.05� which was previously simulated using 120�121
�120 by doubling the resolution on each side. Only a small
drop ��3%� in the relative viscosity is observed as shown in
Fig. 7.

We further show in Fig. 7 two cases at Ht=5%, H /d
=6.3: one with a center-weighted initial distribution and an-
other with cells randomly distributed across the channel. Af-
ter the initial transience, both runs yield nearly the same
apparent viscosity.

Visualizations from the multifile motion of the biconcave
cells are shown in Fig. 8. As the flow develops, the cells near
the walls rotate in accordance with the direction of the vor-
ticity. However, the continuous tumbling motion that is
present for a biconcave cell in a dilute suspension is no
longer observed. Interaction with the neighboring cells inhib-
its a continuous tumbling. In some cases, such an interaction
may cause a reversal of the direction of rotation. Eventually
the cells near the wall align with the flow direction and do
not show any further rotation. The alignment decreases with
increasing distance from the wall and the cells near the cen-
ter flow with a nearly vertical alignment. The cells near the
wall deform more, lose their biconcave shape, and assume a
disklike shape. Those near the channel center deform less
and assume the parachute shapes. As the size ratio H /d in-
creases from 3.1 to 4.9 in Fig. 8, the parachute shapes near
the channel center become less evident. We verified that the
high degree of ordering in Fig. 8 is not the effect of domain
size. At higher volume fractions, the cells flow in a stacklike
close-packed manner with reduced randomness in their dis-
tribution. Formation of the cell-free layer is evident in Figs.
6 and 8. For the case of the spherical cells, the cell-free layer
is formed under the balance of the center-ward lateral drift
and the dispersion due to the binary collisions. For the case

of the biconcave cells, the nearly horizontal alignment of the
cells flowing near the walls apparently increases the width of
the cell-free layer.

1. Cell trajectory and velocity traces

Figure 9 shows the lateral position �yc� of the cell cen-
troids which exhibit fluctuations due to the collisions with
the neighboring cells. For Ca=0.6 and Ht=5% �Fig. 9�a��,
the trajectories merge toward the center of the vessel with
time indicating the axial streaming of the cells. However,
unlike in a dilute suspension, a continuous lateral drift is not
observed due to the interaction from the neighboring cells.
When the cells with a reduced deformability are considered
at Ca=0.005 �Fig. 9�b��, the lateral drift is no longer ob-
served. The cells then flow in a stacklike layered manner and
their trajectories are primarily determined by the cell-cell
interactions. The formation of three layers of cells is clearly
seen in Fig. 9�b� which is for Ca=0.005. Such a layered
distribution is not prominent at a higher Ca. The lateral drift
is inhibited when the hematocrit is increased from 5 to 18%
as evident by comparing Figs. 9�a� and 9�c�. The fluctuation
in the lateral position increases at higher Ht due to an in-
creased cell-cell interaction.

Root mean square �rms� of the fluctuations in the lateral
position �y�� and axial velocity �u�� can be used as a measure
of the hydrodynamic dispersion in the suspension. Figure
10�a� shows the variation in y� over the vessel cross section
for two different values of Ht and at fixed H /d=6.3 and
Ca=0.05. Here the data are presented by averaging over bins
of �y=0.1. y� increases toward the vessel center as the axial
streaming of the cells results in an increase in the hematocrit
and hence an increased cell-cell collision near the center.
However, as Ht increases, the variation in y� becomes nearly
uniform as the cell distribution becomes uniform. The range
of y� in Fig. 10�a� suggests that the lateral position of a cell
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FIG. 7. �Color online� Time history of relative viscosity. �a�
Dotted line: Ca=0.05, Ht=26%, and H /d=6.3; �b� dashed line:
Ca=0.6, Ht=26%, and H /d=6.3; �c� solid black line: Ca=0.05,
Ht=18%, and H /d=4.5; �d� solid red line: same as �c� but in larger
domain 2H�2H�H; �e� solid green line: same as �c� but at higher
resolution 240�241�240, �f� solid blue line: Ht=5%, H /d=6.3,
and Ca=0.6 with an initial random distribution of cells, and �g�
dashed blue line: same as �f� but with a center-weighted initial
distribution.
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FIG. 8. Instantaneous snapshots of suspension of biconcave
cells for H /d=3.1 �top� and H /d=4.9 �bottom�. The computational
box is also shown.
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fluctuates over 1%–25% of its diameter in our simulations.
This is comparable to, but lower than, the in vivo data of
Bishop et al. �36,37� which is also shown in Fig. 10�a�. The
effect of the cell deformability is considered in Fig. 10�b�.
The figure shows that the rms fluctuation increases with de-
creasing Ca and hence decreasing cell deformability. This is
consistent with the previously published results on the binary
collision of deformable particles which suggest that such in-
teractions result in a higher lateral displacement for the
nearly rigid cells than that for the deformable cells �55�. The
effect of H /d is considered in Fig. 10�c� which shows that
the y� profiles become more uniform with increasing H /d
due to the increased number of cells and hence increased
number of collisions. The rms velocity fluctuation u� is
shown in Fig. 10�d�. The velocity fluctuation decreases from
the wall toward the center since it is scaled by the mean
velocity uc of each cell. The unscaled velocity fluctuation
shows a similar trend as that of the position fluctuation y�.
The dependence of u� on Ht is considered in the figure. The
velocity fluctuation increases with increasing Ht as uc de-
creases �shown later in Fig. 13�. The velocity fluctuations in
the simulations vary from 1% to 10% of the mean velocity;
in contrast, the in vivo data of Bishop et al. �36,37� give
higher velocity fluctuations as it did for the rms position y�.

2. Cell-free layer

The simulations allow us a direct estimation of the cell-
free layer thickness. This is done by extracting the cross-
sectional variation in local hematocrit Hc�y�. As mentioned
before, due to lateral drift of the cells, local hematocrit is
higher near the center and lower near the wall. The indicator
function I�x ,y ,z , t�, as described in Eq. �9�, can be used to
calculate Hc�y , t� which is then time averaged to obtain
Hc�y�. Figure 11 shows the ratio Hc�y� /Ht for some repre-
sentative cases. The ratio goes to zero near the wall indicat-
ing the depletion of the cells, and it is around one near the
center. The oscillating nature of Hc�y� /Ht near the center of
the vessel is due to the cells flowing in layers as described
earlier in Fig. 9. The width of the cell-free layer, denoted by
�, can be precisely calculated from such plots and is given in
Fig. 12 in a dimensionless form as � / �H /2�. We see from
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Fig. 12�a� that � / �H /2� decreases with the increasing hema-
tocrit and decreasing Ca. The reduction is due to a reduced
lateral drift of the cells with the increasing hematocrit and
decreasing Ca as shown earlier in Fig. 9. Figure 12�b� shows
that � / �H /2� decreases with an increasing vessel size. Also
presented in this figure is the in vivo data from �10�. The
simulations predict a lower value of � / �H /2� in comparison
to the in vivo data, though a qualitative agreement is ob-
served between the two.

Also note in Fig. 11 that Hc�y� approaches its value at the
core smoothly rather than a sudden step change assumed in
the two-phase models for the blood flow in small vessels �to
be discussed later�. The rate of increase in Hc�y� across the
interface of the cell-free layer and the core region decreases
with increasing Ca and decreasing Ht. This is because the
highly elongated cells at a higher Ca favors a more close-
packed distribution and hence a higher slope of Hc�y�. In
contrast, a lower hematocrit causes an increased cell-to-cell
separation distance and hence a reduced slope of Hc�y�. As
will be shown later, these results have consequences in the
modeling of the blood flow in microvessels.

3. Plug-flow profile

The mean blood velocity over the vessel cross section,
compared with the Poiseuille velocity, is shown in Fig. 13.
The mean velocity decreases with increasing H /d �Fig.
13�a��. This is because the increasing H /d results in the in-
creasing number of cells, and hence more interfacial con-
tacts, causing an increased energy dissipation and hence a
reduced blood flow. For H /d=6.3, the maximum velocity is
reduced to about 35% of the centerline velocity of the Poi-
seuille flow. Experimental measurements using blood have
shown the well-known plug-flow profile which is character-
ized by a parabolic velocity near the wall and a nearly con-
stant velocity near the vessel center. The simulation results
show a prominent plug-flow profile for the smallest vessel
considered here �H /d=1.25� in which the single-file motion
occurs. As H /d increases, the computational velocity profile
departs from the plug-flow toward a blunt parabola. A quali-

tative comparison of this trend can be made with the in vivo
measurements of Bishop et al. �36,37� who obtained an em-
pirical relation u /Umax=1− �r /R�k with k in the range of 2.1–
2.2 for the blood flow in 45–75 �m venules. A plug-flow
profile occurs when k�3, and a parabolic profile occurs
when k=2. The present numerical results also predict values
of k in the same range as that of Bishop et al. �36,37�.

The mean velocity decreases with the increasing hemat-
ocrit �Fig. 13�b��. At Ht=26%, the maximum centerline ve-
locity reduces to about 30% of the parabolic flow. The re-
duction in the mean velocity is also due to the increased
energy dissipation that results from an increasing Ht. The
mean velocity also decreases with decreasing Ca �Fig. 13�c��.
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This is likely due to an additional energy loss caused by the
increased fluctuation in the cell velocity as shown earlier in
Figs. 9 and 10. The relative decrease in the mean velocity is
however more sensitive to Ht and H /d than Ca. The maxi-
mum centerline velocity drops by a factor of 3 as Ht is in-
creased by a factor of 5.2 �Fig. 13�b��, whereas it drops by a
factor of 1.7 as Ca is reduced by a factor of 120.

The mean velocity for the biconcave cells is shown in Fig.
13�d� for the varying vessel size. As in the case of the spheri-
cal cells, the mean velocity decreases with the increasing
H /d. The variation with respect to Ca and Ht is also quali-
tatively similar for the biconcave and spherical cells, and
hence not repeated.

4. Fahraeus-Lindqvist effect

The computed relative apparent viscosity �rel is shown in
Fig. 14 as a function of H /d for three values of Ca. As
evident in the figure, the computed �rel decreases with a
decreasing H /d. Thus, the Fahraeus-Lindqvist effect is quali-
tatively predicted by our simulations. The computational re-
sults are compared with an empirical relation developed by
Pries et al. �3� based on the blood flow in vitro. The simula-
tion results for the biconcave cells agree well with the em-
pirical relation. The effect of the cell deformability on the
relative viscosity can also be inferred from Fig. 14. �rel is
observed to increase with a decreasing Ca. This is likely due
to two reasons. First, the increased fluctuation �Figs. 9 and
10� in the cell velocity at a reduced Ca causes an increased
energy dissipation and hence a higher apparent viscosity.
Second, a decreasing width of the cell-free layer at a reduced
Ca, as shown in Fig. 12, also leads to a higher apparent
viscosity. Further, the effect of Ca is significant in the larger
vessels. An increase in �rel with an increasing H /d is more
rapid at a lower Ca than at a higher Ca.

Figure 14 also shows that �rel for the biconcave cells is
less than that for the spherical cells when other parameters
are kept constants. This may appear surprising since for the
same Ht and H /d, the suspension contains nearly twice the
number of biconcave cells than that of the spherical cells
�Table I�. Hence the interfacial energy loss is expected to be
higher for the biconcave cells. This additional energy loss,
however, is compensated by a larger width of the cell-free
layer for the biconcave cells as seen earlier in Figs. 11 and
12. As mentioned earlier in the context of Fig. 8, the larger
width of the cell-free layer arises due to the near horizontal
alignment of the biconcave cells flowing near the wall.

Experiments using the erythrocyte suspension in capillary
glass tubes showed that decreasing the tube diameter below
�10 �m results in a reverse Fahraeus-Lindqvist effect, that
is, the relative viscosity increases with the decreasing tube
diameter �3�. This is due to the transition from the multifile
to the single-file mode in which the cells flow in a tightly fit
manner. The relative viscosity attains its lowest values for
tube diameter �10 �m for the normal erythrocytes. The
simulation results for the lower range of H /d for Ca=0.005
and 0.05 clearly show a reversing trend of �rel for H /d

�1.25. We also compute Ht /Hd= Ū /Uc which is the ratio of
the mean �time- and space-averaged� blood velocity to the
mean �time- and ensemble-averaged� cell velocity. Our simu-
lations qualitatively predicted the Fahraeus effect that Ht /Hd
increases with increasing H /d approaching unity. A reversing
trend is also observed with tightly fit single-file motion at
lower H /d. We also observe that unlike in �rel, the depen-
dence of Ht /Hd on Ca is relatively weak. However, the simu-
lations predicted higher values than those of Pries et al. �3�.
Perhaps, the difference can be due to geometrical effect �cir-
cular tube vs parallel plates� or the limitation of the im-
mersed boundary method that the cells do not come too close
to each other in the computation.

C. Comparison of simulation results with two-phase model

Flow of blood in microvessels is often described by a
two-phase model �9,13–15� in which the vessel is divided
into a cell-free region of thickness � and a core region of
H−2�. Then

��y� = � f + ��c − � f�H�y − �� for 0 � y � H/2,

�13�

��y� = �c + �� f − �c�H�y − H + �� for H/2 � y � H ,

�14�

where � f and �c are the viscosity of the cell-free and core
regions, respectively, and H is the Heaviside function. The
mean velocity is

uf�y� = −
dP

dx
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FIG. 14. Variation in relative apparent viscosity �rel as a func-
tion of vessel size for different Ca at Ht=26%. Symbols represent
the computed values, and the solid lines are the second-order fit
through the data. Results for spherical cells are shown for Ca
=0.005 �—�—�, Ca=0.05 �—�—�, and Ca=0.6 �—�—�. Results
for biconcave capsules are shown for Ca=0.05 �—�—� and Ca
=0.2 �—�—�. The dashed line is the correlation of Pries et al. �3�.
The inset shows the results for lower range of H /d.
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uc�y� = −
dP

dx

H2

2� f
�� f

�c
� y

H
−

y2

H2� + �1 −
� f

�c
�

�� �

H
−

�2

H2�� for � � y � H/2, �16�

where uf�y� and uc�y� are the velocity of the cell-free and
core regions, respectively. The values of the three unknown
parameters in the above model, �, � f, and �c, are often taken
ad hoc to match the experimental data of the relative appar-
ent viscosity. While the recent high-resolution measurements
�4,10� have yielded the values of �, the experimental data on
� f and �c are scarce.

In reality, the interface between the core and the cell-free
layers cannot be well defined as assumed in the two-phase
model. The cells are continuously dispersed across the inter-
face due to the hydrodynamic interaction as observed in our
simulations and elsewhere �10�. Thus the variation in the
apparent viscosity across the vessel is expected to be smooth
rather than a step jump as assumed in the two-phase model
�Eqs. �12� and �13��. Based on the micro-particle image ve-
locimetry �PIV� measurements of blood velocity, Long et al.

�7� and Damiano et al. �4� showed that ��y� varies smoothly
across the vessel and it approaches � f near the wall and �c
near the center.

The cross-sectional variation in ��y� can be extracted
from the present numerical data by using the relation

��y�
�p

=
�̇p�y�
�̇�y�

, �17�

where �̇ and �̇p are the shear rates for the suspension and the
Poiseuille flow, respectively. The computed values of
��y� /�p are shown in Fig. 15. As expected, ��y� /�p ap-
proaches unity near the wall, and it is higher in the core
region of the vessel. In the core region, it is often nonmono-
tonic with respect to y. The local maximum and minimum of
��y� /�p corresponds to the local maximum and minimum of
Hc�y� shown earlier in Fig. 11 implying a high viscous dis-
sipation near the regions of interfacial contacts. The most
important feature of Fig. 15 is that ��y� /�p varies smoothly
across the interface of the core and the cell-free layer, unlike
the step jump assumed in the two-phase model. Such a
smooth variation in ��y� /�p as obtained in the simulations is
in qualitative agreement with the earlier micro-PIV measure-
ment �4,7�. The figure also shows that the slope of ��y� /�p
across the interface of the cell-free and the core regions is
highly dependent on Ht, and it increases with increasing Ht.

We can now calculate � f and �c as

� f =
1

�



0

�

��y�dy, �c =
1

H/2 − �



�

H/2

��y�dy , �18�

which are listed in Table II. First we note that the cell-free
layer viscosity � f is slightly higher than the plasma viscosity
�p. This is likely due to the occasional intrusion of the cells
from the core region into the cell-free layer caused by the
hydrodynamic dispersion. The difference between � f and �p
increases with the increasing hematocrit and decreasing Ca.
Second, the core viscosity �c is significantly higher than the
cell-free layer viscosity and also higher than the effective
viscosity of the whole suspension shown earlier in Fig. 14.
The core viscosity �c increases with increasing hematocrit
and decreasing Ca due to the increased interfacial dissipa-
tion.
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FIG. 15. Cross-sectional variation in apparent viscosity obtained
a posteriori from the simulations for some sample cases for H /d
=6.3. Results are shown for half channel width; y /H=0 is the wall
and y /H=0.5 is the center.

TABLE II. Viscosity of the core ��c� and cell-free layer �� f� and the thickness � of the transition layer
obtained from the simulations.

H /d Ca Ht � f /�p

�c /�p for
two-phase model

�c /�p for
three-layer model � / �H /2� ��−�� / �H /2�

6.3 0.005 26 1.05 5.11 5.52 0.21 0.16
0.05 26 1.05 4.02 4.25 0.20 0.13
0.6 26 1.02 2.93 3.06 0.22 0.12
0.005 18 1.02 2.45 2.68 0.37 0.30
0.05 18 1.02 2.23 2.46 0.31 0.22
0.6 18 1.00 2.01 2.06 0.35 0.19
0.05 12 1.00 1.75 1.91 0.41 0.27

4.5 0.005 26 1.09 4.98 5.03 0.20 0.13
0.05 26 1.04 3.82 3.90 0.22 0.12
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Using the values of �c and � f given in Table II, the ve-
locity profile from the two-phase model �Eqs. �14� and �15��
is obtained and compared with the velocity profile obtained
directly from the simulations �Fig. 16�. We see that the two-
phase model underpredicts the mean velocity. The difference
between the simulations results and the two-phase model
prediction could be as high as 40% depending on the y loca-
tion.

D. Three-layer model of blood flow in microvessels

The above result suggests that a model that takes into
consideration the y dependence of viscosity in the vicinity of
y=� would give a better agreement with the simulation re-
sult. In this model the vessel is divided in three layers: a
cell-free layer of thickness � of a constant viscosity � f, a
transition layer of thickness �−� wherein the viscosity var-
ies linearly with y, and a core region of half-width H /2−�
of a constant viscosity �c. Thus,

cell-free layer: ��y� = � f for 0 � y � � , �19�

transition layer: ��y� = � f +
�c − � f

� − �
�y − �� for � � y

� � , �20�

core: ��y� = �c for � � y � H/2. �21�

Note that in this model �c must be calculated as

�c =



0

H

��y�dy − � f�� + ��

H − �� + ��
, �22�

where ��y� is obtained from the simulation results as given
in Fig. 15. The linear variation in the viscosity in the transi-
tion layer as assumed here can be improved further. How-

ever, as will be shown later, even such a linear variation can
lead to a better agreement with the simulation results.

The mean velocities are

uf = −
dP

dx

1

2� f
�yH − y2� , �23�

u� = −
dP

dx
� � − �

�c − � f
��− y + ��� f − ��c

�c − � f
+

H

2
�ln��c

� f
�

+ ��c

� f
− 1� H� − �2

2�� − ��
+ �� , �24�

uc = −
dP

dx

1

2�c
�yH − y2 −

2�� − ��2

1 − � f/�c

��1 +
�� f − ��c + ��c − � f�H/2

� − �
ln

� f

�c
�

+ �H� − �2�
�c

� f
+ �2 − H�� , �25�

where uf, u�, and uc are the velocities in the cell-free layer,
transition layer, and core, respectively.

The values of the parameters �, �−�, and �c, obtained
from a posteriori analysis of the simulation data, are given in
Table II. We see that � does not show any strong dependence
on Ca or H, but it increases with decreasing Ht. The thick-
ness of the transition layer �−�, however, depends on hema-
tocrit and Ca. It decreases with increasing Ca. This is be-
cause the elongated cell shapes at a higher Ca allow a more
close-packed arrangement in the vicinity of y=�. It also de-
creases with increasing Ht due to the reduced cell-cell sepa-
ration distance. Most importantly, as seen from Table II, the
width of the transition layer is comparable to that of the
cell-free layer. Thus, the transition layer is expected to play a
major role in determining the blood velocity profile. Also
note in Table II that the core viscosity �c for the three-layer
model is higher than that for the two-phase model due to the
introduction of the transition layer.

The prediction based on the three-layer model gives an
excellent agreement with the simulation results as shown in
Fig. 16.

V. SUMMARY AND CONCLUSION

Three-dimensional computational modeling and simula-
tion of multiple deformable cells flowing in microvessels,
typical of microcirculation and microfluidic devices, are pre-
sented. The major contribution of this paper is the computa-
tional framework that can resolve the dynamics of individual
deformable cell with high fidelity, yet can consider a large
number of hydrodynamically interacting cells, up to O�100�
in number, in a semidense suspension, as in case of the flow-
ing blood. We focus on how the collective dynamics of many
cells leads to the physiologically relevant processes such as
development of the cell-free layer and the Fahraeus-
Lindqvist effect under varying cell deformability as in case
of normal and pathological blood.
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FIG. 16. �Color online� Comparison of mean velocity obtained
from simulations �symbols� and predicted by two-phase model
�Eqs. �14� and �15��, dotted lines, and three-layer model �Eqs.
�22�–�24��, continuous lines. Results are shown for H /d=6.3 and
Ca=0.05 and for different Ht. Similar comparison is observed for
other runs.
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Flow visualization and analysis of cell trajectory and ve-
locity of the multifile motion are presented. The results pre-
sented here include, e.g., the variation in the local hematocrit
over the vessel cross section obtained a posteriori from the
simulation data, which in turn yields the width of the cell-
free layer �. A statistically stationary cell-free layer is devel-
oped under a balance of the lateral drift and the hydrody-
namic dispersion resulting from the cell-cell collision. Our
results show that � / �H /2� decreases with increasing vessel
size, increasing hematocrit, and decreasing Ca. Simulation
results also predicted the well-known plug-flow profile and
the Fahraeus-Lindqvist effect. The role of the cell deform-
ability on these physiologically important processes is pre-
sented. We also present the variation in the local apparent
viscosity across the vessel and show that it increases rather
slowly over the interface of the cell-free and core layers. We
further illustrate how the local viscosity varies as the cell
deformability is altered as in case of many hemodynamic
disorders.

Comparisons with previous experimental data presented
here are meant to be qualitative as the simulations represent
flow in microchannels while the experiments are performed
either in glass tubes of circular cross section or in vivo. It is,
however, interesting to note the qualitatively similar trend
�e.g., in �rel, u�, etc.� in both geometries. One limitation of
the simulations is that the immersed boundary method imple-
mented here does not allow the cells to physically contact
each other yielding a higher intercellular spacing in the simu-
lated blood flow. This may result in a reduced rms fluctuation
and a reduced width of the cell-free layer in our computa-
tions. It should also be emphasized that the area-
incompressibility condition is imposed here only for the bi-
concave cells and not for the spherical cells. This difference
must be considered while comparing the results for the two
unstressed shapes as presented in Figs. 5 and 14 and others.

We further show that the two-phase model of blood flow
in microvessels underpredicts the mean velocity obtained in
the simulations by as much as 40%. This also implies that the
two-phase model would underpredict the flow rate and hence
overpredict the relative apparent viscosity. It must be empha-
sized that despite the difference between the two-phase
model and the simulation results, the former has been shown
to agree with in vitro blood velocity. This agreement, how-
ever, depends on the ad hoc choice of the empirical constants
�, � f, and �c. It is then argued that the difference between
the model and the simulation results is due to the steplike
jump of the viscosity and local hematocrit at the interface of
the cell-free layer and the core layer assumed in the model.
In contrast, the simulations show that the local viscosity and
hematocrit increase smoothly across the interface. This ob-
servation is consistent with a recent �PIV measurement of
blood flow in vivo �4,7�. The two-phase flow model overes-
timates the viscosity in the region immediately outside the
cell-free layer compared to that obtained in the simulation.
This overestimation results in an underprediction of the
mean blood velocity. The simulation results, however, match
very well with the core-annular-type models when we intro-

duce a transition layer located between the cell-free layer
and the core region in which the viscosity is assumed to
increase linearly. A close-form expression of the velocity
profile for this three-layer model is presented. The width of
the transition layer is extracted from the simulation data and
is shown to be comparable to the width of the cell-free layer.
Thus the transition layer is expected to play a major role in
determining the mean blood velocity and hence the relative
viscosity. By introducing the transition layer, the model adds
more physics, as the extent of this layer is directly correlated
with the energy dissipation rate across the core-plasma-layer
interface that is a function of the cell deformability and he-
matocrit.

The results presented here signify the predictive capabil-
ity of such detailed computations. To the best of our knowl-
edge, this paper is one of the very few recently published
works where 3D modeling of multiple deformable cells is
considered. High fidelity computational modeling of the flow
of multiple deformable interacting cells, without sacrificing
detailed dynamics of individual cell, is a nontrivial and chal-
lenging task, and this is where the contribution of the present
paper stands. Excellent contributions are being made even in
recent days on dynamics of a single cell or capsule in flow.
Very few works exist that attempt to consider interaction of
multiple cells in dense suspension without sacrificing the de-
tailed dynamics of individual cell. In our present work, we
take the modeling capability to a level where hemorheologi-
cal phenomena can be predicted by detailed particle-scale
models. If the microrheology is of interest, as in the present
paper, perhaps there is no other “alternative” approach but to
consider such detailed particle-scale simulations. Perhaps
also, this is another work where quantities of physiological
importance �and of importance to suspension flow�, e.g.,
particle-free region and Fahraeus-Lindqvist effect, as a func-
tion of cell deformability, are obtained directly from such
rare particle-scale simulations. The low-order model pre-
sented here can be of significance to researchers in physi-
ological flows, suspension flows, and in general complex
flows. This also shows the predictive ability of the detailed
particle-scale simulations considered here. The simulations
have generated a database with a wealth of information on
the dynamics of flowing cell suspension which can be further
postprocessed to gain deeper insight in the general problem
of suspension of deformable particles and of erythrocytes, in
particular. For example, the simulation results can be used to
obtain collision frequency of cells as a function of cell de-
formability, hematocrit, and vessel size, which is of impor-
tance in modeling erythrocyte aggregation. The coefficients
of hydrodynamic dispersion of cells and that of tracer par-
ticles can also be obtained, which are of importance in solute
and drug transport in microvessels.
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